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Evaluating Untangling Tools
Anonymous Author(s)

ABSTRACT

Developers often make code changes that contain unrelated con-
cerns such as both bug fixes and refactoring. These tangled concerns
hinder code review. This problem has been addressed by untan-
gling tools, which automatically partition unrelated concerns into
coherent groups.

Unfortunately, we don’t know how effective these untangling
tools are in practice because they have rarely been directly com-
pared to one another or evaluated on real commits. Instead, untan-
gling tools have been evaluated on synthetic commits, which may
differ from real commits made by developers. If so, assessments of
untangling tools’ performance, strengths, and weaknesses may be
misleading.

We provide a methodology and evaluation framework for realis-
tically comparing untangling tools. We evaluated three untangling
techniques on real bug-fixing commits using quantitative and qual-
itative methods.

The granularity of a tool’s representation of a diff (the tool’s
data structures: diff hunks, AST nodes, etc.) strongly affects the
untangling performance and whether the generated groups are
coherent for a human reader. Commit characteristics such as the
size of the commit also have a statistically significant effect on the
performance of the untangling tools. Moreover, nested and control-
dependent changes degrades the performance of untangling tools.

CCS CONCEPTS

• Software and its engineering→ Software libraries and repos-

itories.
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1 INTRODUCTION

A tangled code change is a patch (or commit, revision, pull request,
etc.) containing multiple concerns, such as both a bug fix and a
refactoring [7, 10, 14]. For code review, themultiple concerns induce
a higher cognitive load [1, 18, 23], making reviews of tangled code
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- index = 0;
+ counter = 0;
…
- for (i = 0; i <= 10; i++) {
+ for (i = 0; i < 10; i++) {
…
-  index++;
+  counter++;

- for (i = 0; i <= 10; i++) {
+ for (i = 0; i < 10; i++) {

Tangled changes
Refactoring changes

Bug fixing changes

- index = 0;
+ counter = 0;
…
-  index++;
+  counter++;

Figure 1: Tangled code changes untangled into two groups.

One group contains a variable renaming and the other group

contains a bug fix, where the bound of the for loop is

changed.

more costly and error-prone. For AI assistants, code synthesis, and
bug-fixing models, the multiple concerns create noise and bias in
the learning dataset, reducing performance [7, 22].

Untangling tools aim to solve this problem by automatically
clustering these concerns into distinct groups (fig. 1). Unfortunately,
untangling tool evaluations have reliability and reproducibility
concerns.

We found four reliability concerns in untangling tools eval-
uations: partial evaluations, incomparable performance metrics,
synthetic commits, and small datasets. Partial evaluations denotes
evaluations that only compare a tool to the tool they are based
on, ignoring other approaches that have appeared in the litera-
ture [5, 6, 11, 12, 15, 21]. This is problematic, because it makes
it difficult for researchers to compare different approaches, espe-
cially between programming languages. Incomparable performance
metrics denotes evaluations that use different performance metrics,
making it difficult to knowwhich untangling approach is better [13].
Synthetic datasets denotes evaluations that use a heuristic process
that artificially creates tangled commits [3, 7, 13, 16, 20]. These syn-
thetic commits may not be representative of real tangled commits.
We are unaware of work that evaluates the differences between real
and synthetic commits. Developers and tool-builders using tools
evaluated on synthetic datasets may be misled with false expecta-
tions about the untangling performance in practice. Additionally,
past evaluations use different heuristics for creating the synthetic
commits and different performance metrics to evaluate their tools,
making it difficult to compare untangling tools from one evalua-
tion to another. Small datasets denotes evaluations that use a small
number of commits, making it difficult to generalize or perform
quantitative analysis.

The reproducibility concerns we focus on are: disparate evalua-
tion infrastructures and unavailable datasets. Disparate evaluation
infrastructures denotes evaluations that use different evaluation
infrastructures, making it difficult to compare the performance of
the untangling tools. For example, some evaluations use a different
programming language than others. Unavailable datasets denotes
evaluations that use commits that are not available to the public,
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such as when the untangling tools are evaluated by using develop-
ers in a company [2, 5, 6, 20]. This makes it difficult for researchers
to reproduce the evaluation and compare other untangling tools.

We address reliability concerns by contributing a methodology
for realistically comparing untangling tools, including a perfor-
mance metric to rank untangling tools, a quantitative evaluation of
two untangling tools on 835 real bug-fixing commits, and a quanti-
tative evaluation of how commit characteristics impact untangling
performance.

We address reproducibility concerns by contributing an extend-
able evaluation framework for evaluating untangling tools, and
a dataset containing the untangling results for the evaluated un-
tangling tools. We also contribute the reimplementation of an un-
tangling tool to enable the untangling of Java source code and C#
source code.

Our experiments reveal a statistically and practically significant
performance difference between untangling tools. We also find that
the size of the commit measured by number of lines, number of
files, and number of hunks has a statistically significant effect on
the performance of the untangling tools, as well as the presence of
tangled lines or tangled hunks in the commit. Additionally, the un-
tangling performance for a tool can vary widely between synthetic
and real commits.

To support open science, we provide our evaluation framework,
scripts, and data https://zenodo.org/record/8206629.

2 METHODOLOGY

This section describes our methodology to evaluate untangling
tools on bug-fixing commits.

2.1 Research Questions

We ask the following research questions:
RQ1 Which untangling tool performs best on real
tangled commits?
RQ2 What characteristics of tangled commits affect
untangling performance? This indicates where re-
search should focus its effort.

2.2 Dataset

We evaluated the untangling tools on bug-fixing commits from the
Defects4J [9] dataset, version 2.0.0. Defects4J is a collection of real
bug-fixing commits that have been manually untangled to separate
the bug fix from the rest of the changes in the commit. The dataset
contains 835 real bug-fixing commits from 17 open-source projects.

The version control system of the Chart project is incompatible
with the SmartCommit untangling tool, so we excluded the 26
Chart commits, resulting in a dataset of 809 commits. 49.6% of
these commits are tangled: they contain unrelated changes that the
Defects4J authors manually untangled.1 A single line may appear
in both the big fix and the tangled changes, if the Defects4J authors
judged that the line contained both types of changes. We call such
a line a tangled line. A tangled hunk is a hunk contains either a

1The Defects4J authors created a minimal patch that fixes the bug, rather than trying to
determine the programmer’s intent with each line. For example, their minimal patches
omit changes to comments.

tangled line or at least one bug-fixing line and one non-bug-fixing
line.

The remaining 50.4% of bug-fixing commits in Defects4J are
atomic — they do not include any extraneous changes. We include
these commits in our evaluation to determine whether tools are
able to recognize atomic commits and not untangle them.

The median size of the changes in the original commit (as it
appears in a project’s version control history) is 46 lines changed.
The median size of the unrelated whitespace changes, including
blank lines and documentation, is 12 lines. The median size of
non-Java source code changes, including Test files, non-Java (.xml,
README.md, etc.) files, is 16 lines.

2.3 Untangling Tools

We evaluate the Flexeme [16] and SmartCommit [20] untangling
tools because they are recent, never evaluated on real commits, and
partially compared to each other on artificially tangled commits [13].
Section 6 discusses other untangling tools.

We also include file-based untangling as a naive untangling tool.
File-based untangling groups code changes based on the file they
appear in. File-based untangling is a straightforward technique and
has shown good performance in previous studies [20].

2.3.1 Flexeme. Flexeme [16] untangles at the AST node level. After
parsing the program into an AST, the approach leverages program
dependencies and name flows [4] to create groups containing syn-
tactically and semantically related changes. Changes such as import
statements, comments, and whitespace changes are ignored by this
tool.

The original tool untangles C# source code. We reimplemented
Flexeme to work on Java source code based on research papers [4,
16], online documentation, and correspondence with Flexeme’s
author.

2.3.2 SmartCommit. SmartCommit [20] untangles a commit by
clustering a diff hunk graph. A diff hunk is a group of contiguous
changed lines (added lines, deleted lines, and/or changed lines)
in the differences between files [17]. SmartCommit uses graph
partitioning to cluster the diff hunks containing code changes that
are syntactically related. The tool untangles Java source code.

2.4 Measures

We wish to compare SmartCommit and Flexeme, but they have
different granularity of untangling. SmartCommit untangles at the
diff hunk level, while Flexeme untangles at the AST level, i.e., each
node in the AST difference graph is labeled with a group.

To compare these two approaches, we translate the results of
SmartCommit and Flexeme to the line level. We use line granular-
ity because it is a ubiquitous baseline that is easy for developers
to understand and that all untangling approaches results can be
translated to. For SmartCommit, we label each line with the group
of the hunk it belongs to. For Flexeme, we use the label of an AST
node for the line that contains the corresponding source code. One
line may have multiple labels in the Flexeme labeling.

We present an example of a tangled code change occurring in
Cli 29 in listing 1. The line is tangled with a bug fix (the first argu-
ment of str.substring() is updated from 0 to 1) and a refactoring
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(str.length() is refactored into length). As a result, the entire
hunk (which in this case consists of a single line) is considered
tangled.

Listing 1: Tangled change in Cli 29

1 @@ -67,1 +68,1 @@ class Util
2 - str = str.substring(0, str.length () - 1);
3 + str = str.substring(1, length - 1);

Untangling tools ignore (some) documentation, whitespace, and
other changes. Furthermore, the Defects4J authors did not include
code comments or whitespace in the minimized bug fixes that we
use as ground truth. To account for these facts, our evaluation uses a
whitespace-free version of Defects4J. In the whitespace-free version,
all blank lines, trailing whitespace, and code comments have been
eliminated. Whitespace at the beginning of lines and within lines
is not changed. This whitespace-free version compiles (which tree-
based and graph-based untangling tools require), but it still contains
changes that are outside the purview of (some) untangling tools.
When computing untangling scores, we use cleaned differences that
also exclude import statements, test files, and non-Java files. The
cleaned differences only include Java program source code. We call
lines that do not appear in the cleaned diff “noncode lines”; all lines
that remain in the clean diff are called “code lines”. Figure 2 shows
our cleaning process and evaluation pipeline.

Figure 2: Evaluation Pipeline for Untangling Tools. The un-

tangling tools are run on the whitespace-free Defects4J bug-

fixing commit, while the ground truth, diff metrics, and

Rand index scores are generated from the cleaned version.

2.4.1 Comparison of untangling tools (RQ1). For each bug in De-
fects4J, there is a ground-truth clustering created by the Defects4J
developers, in which each diff line is classified into up to two groups:
"fix" (minimal bug-fixing changes) and "other" (unrelated, non-bug-
fixing changes). Atomic lines will be assigned to only one group,
while tangled lines will be assigned to both groups.

We measure the performance of an untangling tool using the
Rand index [19]. The Rand index is a measure of similarity for two
clusterings of the same data. The Rand index ranges from 0 (worst)
to 1 (best: the clusterings are identical). In our context (comparing
against Defects4J), the Rand index gives a high score for groups
containing only bug-fixing changes or non-bug-fixing changes,

and penalizes groups containing both bug-fixing changes and non
bug-fixing changes.

Let there be 𝑛 changed lines {𝑙1, 𝑙2, . . . , 𝑙𝑛} in the cleaned commit.
To compute the Rand index of clusterings𝐶1 and𝐶2, first determine,
for each pair of lines ⟨𝑙 𝑗 , 𝑙𝑘 ⟩, whether the clustering puts the two
lines in the same group or in different groups. Represent each
clustering 𝐶𝑖 as a mapping𝑀𝑖 from ⟨𝑙 𝑗 , 𝑙𝑘 ⟩, where 𝑗 < 𝑘 , to {“same
group”, “different groups”}. Each mapping contains

(𝑛
2
)
elements.

The Rand index is the fraction of the mapping elements that agree:

Rand index =
|𝑀1 ∩𝑀2 |(𝑛

2
) =

∑
1≤ 𝑗<𝑘≤𝑛

[𝑀1 (𝑙 𝑗 , 𝑙𝑘 ) = 𝑀2 (𝑙 𝑗 , 𝑙𝑘 )](𝑛
2
)

where [𝑃] = 1 if 𝑃 is true and [𝑃] = 0 if 𝑃 is false [8].
A commit might tangle more than two concerns (say, a bug

fix, a refactoring, and a renaming). If so, the correct output is a
clustering with three groups. However, the Defects4J authors were
only concerned with the bug fix and put all other changes into a
single group. To avoid penalizing a correct clustering with more
than two groups, we postprocess the untangling tool output. We
merge all groups that do not contain any bug-fixing line (according
to the ground truth) together. We call this process “non-bugfix-
merging”.

We answer RQ1 using a quantitative analysis. We use a linear
mixed-effects model to test whether the performance between the
untangling tools is significantly different and we use Cohen’s 𝑑 to
determine whether the difference is practically significant.

Linear mixed-effects are statistical models that combine fixed
effects and random effects to account for the correlation of data
points within nested or clustered groups. The dependent variable
is the untangling performance measured by the Rand Index. The
independent variable is the tool used to perform the untangling. The
potential random effects are that the Defects4J bug-fixing commits
address different types of bugs and that the bug-fixing commits
belong to different projects. A linear mixed-effects model is suitable
to answer this research question because the dependent variable is
continuous and it supports the random effects that may interfere
with the independent variables.

The null hypothesis (𝐻0) is that the untangling tools’ perfor-
mance is not different. We reject the null hypothesis if the 𝑝-value
is less than 0.05.

2.4.2 What makes commits hard or easy to untangle? (RQ2). We
measure the following 8 commit characteristics:

• Number of code files updated. The number of Java source
code files added, deleted, or modified in the cleaned commit.

• Number of noncode files updated. The number of non-
code files (Test.java, .xml, etc.) added, deleted, or modified
in the original whitespace-free commit.

• Number of code lines updated. The number of Java source
code lines added, deleted, or modified in the cleaned commit.

• Number of noncode lines updated. The number of im-
port statements and non-Java lines added, deleted, or modi-
fied in the original whitespace-free commit.

• Number of hunks. The number of hunks (groups of nearby
added, deleted, or modified lines) in the cleaned commit.

3
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• Average hunk size. The average size of the hunks in the
cleaned commit.

• Tangled line. Number of tangled lines in the cleaned com-
mit.

• Tangled hunk. Number of tangled hunks in the cleaned
commit.

We answer RQ2 using a statistical analysis. We use a linear model
with random effects to test whether the measured commit metrics
have a significant impact on the untangling performance, and we
use Cohen’s 𝑑 to measure the effect size. As for RQ1, the mixed
effects models accounts for the fact that the bug-fixing commits ap-
pear in different projects and that the projects are made by different
developers.

The null hypothesis (𝐻0) is that the commit metrics have no
impact on the untangling performance on real bug-fixing commits.
We reject the null hypothesis if the p-value is less than 0.05.

2.5 Exploratory Manual Evaluation

To complement the quantitative analysis for RQ1 and RQ2, we
manually evaluated a sample of the decompositions produced by
SmartCommit and Flexeme to answer:

• What type of changes are tangled with the bug fix? Are there
refactoring, formatting, co-located bugfix, maintenance, new
features?

• In the untangling tool output, are the changes separated in
groups that are understandable by a human?

• When the tools make mistakes, do the tools tend to over-
cluster or under-cluster?

• Are there specific coding idioms that cause poor perfor-
mance?

2.5.1 Procedure. We compared the results of the decompositions
generated by the tool and the Defects4J ground truth against the
original bug-fixing changes in the version control system. We
looked at the decompositions generated by the tools on the original
bug-fixing commit rather than the clean bug-fixing commit to em-
ulate the experience a developer would have when using the tool
in practice.

We viewed the original changes are in the unified diff format2.
We retrieved them from each project repository using the commit
id of the corresponding Defects4J bug-fixing commit. The decom-
position results are in CSV format, where each row corresponds
to a changed line denoted by its filename, its line number, and the
group(s) determined by the untangling tools. The Defects4J ground
truth is in the same CSV format as the decomposition results.

3 RESULTS

We ran the untangling tools on the 809 bug-fixing commits from
our subset dataset of Defects4J. Flexeme untangled 680 commits
and produced no decomposition on the remaining 129 commits.
For 44 commits out of the 129 commits, Flexeme couldn’t find a de-
composition. For the remainder 85, Flexeme errored. SmartCommit
untangled all 809 commits successfully. In case of an error, we use
the trivial decomposition, in which all the changes belong to one
group.

2https://en.wikipedia.org/wiki/Diff#Unified_format

3.1 Untangling Statistics

Table 1: The number of groups in the ground truth and gen-

erated by each tool after section 2.4.1 has been performed.

Number of groups

Treatment Min. Max. Median Std. dev.

File Untangling 1 16 1 1
Flexeme 1 21 2 2
Ground Truth 1 2 1 0
SmartCommit 1 9 1 0

Table 1 shows the number of groups generated by each tool. The
median number of groups is 1 or 2, which concords with the ground
truth. However, the tools have high maximums, especially Flexeme.
It is difficult for developers to understand such untangling results.

Given that our dataset is composed of bug fixes, an untangling
tool should produce 2 or 3 groups per commit: 1 group for the fixes,
and 1 or 2 more groups for non-bug fix changes. The minimum of
1 group for file-based untangling and the ground truth is due to
the fact that some Defects4J bugs have no test file changes, only
one source file change. The maximum of 2 for the ground truth
accounts for the representation of tangled lines.

Table 2: The size of the groups in the ground truth and gen-

erated by each tool.

Size of groups

Treatment Min. Max. Median Std. dev.

File Untangling 1 375 6 23
Flexeme 1 486 3 19
Ground Truth 1 483 5 24
SmartCommit 1 285 6 23

Table 2 shows the size of the groups for each tool, including the
ground truth for reference. We can observe that the median and
the standard deviation of SmartCommit, file-untangling and the
ground truth are similar whereas Flexeme has a lower median and
standard deviation. We hypothesize that Flexeme creates smaller
groups compared to the other tools and the ground truth.

3.2 RQ1: Which untangling approach performs

best on real tangled commits?

File-based untangling performs best with a median Rand index
score of 0.93. SmartCommit has a median of 0.89, and Flexeme has
0.52. There is a wide performance gap between SmartCommit and
Flexeme.

We hypothesize that file-based untangling has the best untan-
gling performance because in the domain of bug-fixes, it is common
that the fix is in a single file, which makes file-based untangling triv-
ially perfect. Also, recall that our experimental methodology omits
non-code files, including test files. In the original (non-whitespace-
free) VCS changes (excluding test files changes because the test files
are not manually untangled in Defects4J), file-based untangling has
a Rand index score of 0.75, SmartCommit has 0.73, and Flexeme has

4
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0.53. For this reason we encourage researchers to take a holistic
approach when designing untangling tools and not just focus on
source code changes. Other changes, such as documentation and
comments, can have a significant impact on the performance of the
untangling tools.

The ranking of the tools is the same when we drop the commits
that errored to simulate a situation in which all the tools’ bugs are
fixed. In this scenario, Flexeme is 0.52. File-based and SmartCommit
are unchanged because there were no errors.

The cleaned diffs have a smaller number of files changed on
average. In this scenario, all the tools have a longer tail distribution
as there is a large number of bug projects that have changes on only
1 file improving the tool’s chance of getting a high decomposition
score. To account for this we also report the average untangling
performance. We find that file-based untangling gets a performance
of 0.78, SmartCommit gets an average performance of 0.77, and
Flexeme gets a performance of 0.58. While the average performance
drops for SmartCommit and file-based untangling and increases for
Flexeme, the ranking of the tools does not change.

0.00
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Tool
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Figure 3: Performance comparison for SmartCommit and

Flexeme. Each dot represents the Rand index for a Defects4J

bug. The red whiskers represent the interquartile range.

Figure 3 shows the distribution of untangling performance. The
performance difference is statistically significant (p < 0.05), has a
medium effect size that is relatively significant (Cohen’s d = 0.69),
and an adjusted 𝑅2 estimate of 0.107.

A score of 1 occurs when the tool decomposition is exactly the
same as the ground truth. For many commits, both tools have a
score of 1, which explains the dense cloud of points at the top of
the graph for both Flexeme and SmartCommit.

A score of 0 occurs when the ground truth contains exactly two
lines and the tool doesn’t have the same clustering as the ground
truth. For instance, in bug Closure 14, the ground truth contains

two changed lines in the same group. Flexeme classifies only one
changed line, so the other is added automatically in another group.
This results in a Rand index of 0.

We determined the effect of project and bug by comparing two
linear models. The first model has the untangling performance as
the dependent variable and the tool as the independent variable. The
second model has the same dependent and independent variable,
and models the difference between bugs the project they belong to
as random effects. We found that accounting for the random effects
didn’t change the statistical significance of the treatment effect and
only increased the adjusted 𝑅2 estimate by 0.03. We use the adjusted
𝑅2 estimate to compare the models because the adjusted score takes
into account the number of variables in themodel, which is different
between our two models. Table 3 summarizes the two models.

Table 3: Comparing two models shows that project and bug

have no significant effect on the results. Both models have

the same dependent and independent variables. The second

model has the Bug Id and the project as random effects.

Model Coefficient P-Value Adjusted 𝑅2

Flexeme SmartCommit

Without random effects 0.58 0.19 <2e-16 0.11
With random effects 0.59 0.19 <2e-16 0.14

The SmartCommit paper [20] reports two accuracies: a field
study accuracy and a controlled experiment accuracy. They mea-
sured the accuracy using the Rand Index on diff hunks. The field
study untangles real commits and the controlled experiment uses
a synthetic dataset. For the field study, the SmartCommit paper
reports a median accuracy of 74.70% and 70.45% for the two projects
studied. For the controlled experiment, SmartCommit achieves a
median accuracy per project in the range of 71.00 to 83.50%. Over-
all the median accuracy is 79.5%. In our evaluation, we observe a
median performance of 89% which is also measured by the Rand
Index, but at the line level. We hypothesize that the difference in
performance is due to removing the non-code changes from the
VCS as evidenced by the drop to 73% when untangling on all the
changes (except tests). 73% is in the lower range of the accuracy re-
ported by SmartCommit in their experiments. We hypothesize that
the evaluation on a finer granularity identifies more tool mistakes,
resulting in a lower Rand index score.

The Flexeme paper [16] reports a median accuracy of 0.81 on
a synthetic dataset. The accuracy is measured using the node ac-
curacy, which measures the percentage of nodes in the diffed AST
that have been labeled with the correct group among the nodes that
have changed. This is incomparable with the Rand index, so we
cannot compare the two performances. However, our experimen-
tal results are qualitatively different from Flexeme’s. The Flexeme
paper reports good performance we observe only average perfor-
mance.

Answer to RQ1: SmartCommit is significantly better at un-
tangling real bug fixes than Flexeme.
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Table 4: Commit characteristics effect on performance. Significant values are bolded. Coefficients are simplified to their sign.

Cohen’s 𝑑 is also bolded if the effect size if at least medium (Cohen’s 𝑑 > 0.5) only if the characteristic is already statistically

significant. Cohen 𝑑 measures the effect size.

Metric Flexeme SmartCommit

𝑝-value Coefficient Cohen’s 𝑑 𝑝-value Coefficient Cohen’s 𝑑

Code files 0.77 + -0.91 4e-06 - -0.73

Noncode files 0.45 + -0.47 0.9 - -0.27
Code lines 0.07 + -0.79 0.004 - -0.79

Noncode lines 0.73 + -0.64 0.05 - -0.64
Number of hunks 0.01 + -0.71 5e-04 - -0.68

Average hunk size 0.83 - N/A 0.5 - N/A
Tangled line 0.40 - 0.04 8e-09 - 0.17
Tangled hunk 0.13 - -0.05 <2e-16 - 0.15

3.3 RQ2: What characteristics of tangled

commits affect untangling performance?

We computed eight commit characteristics on the whitespace-free
and clean diffs.

Table 4 measures the impact of the commit characteristics on
untangling performance. We used a linear model. A commit char-
acteristics has a significant impact on performance if its p-value is
smaller than 0.05 (p < 0.05).

We measured the impact of each commit characteristic against
performance separately from the other metrics because we the
results were slightly different when adding all the commit charac-
teristics to the model at once. We speculate that model is not able
to fit all the metrics at the same time for the amount of data points.

As the number of hunks increases, the performance increase for
Flexeme and decreases for SmartCommit.

It is surprising that as the commit size grows, Flexeme’s perfor-
mance improves. SmartCommit’s coefficients are negative, which
is what we expected.

All the metrics for SmartCommit have a negative coefficient
which mean, for example, that as the number of code files increases,
the performance decreases. All the significant metrics also have a
medium effect size as denoted by Cohen’s d between 0.5 and 0.8,
except for the tangled line and tangled hunk that have a negligible
effect size and therefore are not practically significant. The neg-
ligible effect size might be due to the fact that these metrics are
skewed at 0. Only 19% of the commits have tangled lines and 35%
of the commits have tangled hunks.

These results suggest that for SmartCommit, larger commits
(code files, code lines, and number of hunks) are harder to untangle
than smaller commits. In addition, commits with tangled lines and
tangled hunks are harder to untangle than commits with no tangled
lines and no tangled hunks. However, there doesn’t seem to be a
large effect in practice on performance when the number of tangled
lines and tangled hunks increases from, say, 1 to 2 or more.

Answer to RQ2: Commit characteristics have a significant
impact on the performance of the untangling tools. Larger
commits are statistically significantly harder to untangle, and
the presence of tangled lines and tangled hunks also make

commits harder to untangle. Moreover, different tools are
affected by different commit characteristics.

3.4 Exploratory Manual Analysis

We sampled 10 bugs at random from Defects4J (table 5) and manu-
ally evaluated the results of the untangling tools.

3.4.1 When the tools make mistakes, do the tools tend to over-
cluster or under-cluster? SmartCommit consistently under-clusters
the changes. When the changes contain files other than Java files,
the non-Java files are always grouped together. i.e., one or more
groups for the Java files and one group for the non-Java files. One
the other hand, Flexeme consistently over-cluster the changes, of-
ten generating more than 2 groups for even a couple of changed
lines such as for the Math 3 bug-fixing commit, shown in listing 2,
where it classified the line if (len == 1 {) in two groups and
the line return a[0] * b[0]; in three groups. The two lines have
two overlapping groups. Only the last line is in a group that the
first line is not in.

Listing 2: Diff of MathArrays.java for theMath 3 bug-fixing

commit.

1 @@ -818,6 +818 ,11 @@ public class MathArrays {
2 throw new DimensionMismatchException(len ,

b.length);
3 }
4

5 + if (len == 1) {
6 + // Revert to scalar multiplication.
7 + return a[0] * b[0];
8 + }
9 +
10

11 final double [] prodHigh = new double[len];
12 final double [] prodLow = 0;

These observations are supported by the statistics in table 1 and
table 2. The high standard deviation, high median group count, and
low standard deviation for group size for Flexeme indicates that
Flexeme tends to over-cluster, generating many small groups. For
SmartCommit, the high standard deviation and high median group
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Table 5: Defects4J bug-fixing commits that we manually evaluated. The table shows the commit’s project, its associated De-

fects4J bug id, the number of bug-fixing changed lines, the number of non-bug-fixing changed lines, the number of groups

generated by SmartCommit and Flexeme, and the types of non-bug-fixing changes.

Project Bug id Bug fix changes Other changes Flexeme groups SmartCommit groups Non-bug fixing changes types

Cli 28 2 0 1 2 N/A
Cli 33 19 12 6 1 Documentation
Closure 64 8 2 1 2 Documentation
Csv 8 13 11 4 2 Documentation, Refactoring
Lang 8 1 16 4 2 Refactoring, Related changes
Lang 57 2 0 1 1 N/A
Math 3 3 1 5 2 Documentation
Math 16 23 23 10 1 Documentation, Related changes
Math 28 4 35 12 1 Documentation
Math 34 2 3 7 2 Documentation

size indicates that SmartCommit tends to under-cluster, creating
few big groups.

Regarding the 2 atomic commits in our sample, both SmartCom-
mit and Flexeme did not over-cluster or under-cluster the changes,
even when more than one line changed.

From our observations, we speculate that the internal represen-
tations used in the clustering algorithms are the main cause for
under-clustering or over-clustering when the tools make mistakes.
SmartCommit groups elements at the hunk level, which constrains
the number of groups possible. For untangling the bug fixes, this is
advantageous as the sampled fixing changes were typically on con-
tiguous lines. On the other hand, Flexeme groups elements at the
AST-node level, enabling any node on the same line to be grouped
differently, as evidenced by the high number of groups reported in
table 1.

3.4.2 Are there specific coding idioms that cause poor performance?
Both tools perform poorly when the changes were tangled with
unrelated dependent code changes or unrelated nested code changes
(for example, the bug fix changes an if statement and the body of the
if statement contains unrelated changes). Untangling this type of
tangled changes is difficult not only for tools but also for developers.

3.4.3 What are the type of changes tangled with the bug fix? Are
there refactoring, formatting, co-located bugfix, maintenance, new
features? Flexeme was better at untangling refactoring changes
due to the number of groups it created while SmartCommit was
limited at the hunk level. Related changes that were not part of the
bug fix (maintenance) were the most difficult to untangle for both
tools. For documentation, SmartCommit included documentation
changes with the bug fix because the changes were often in the
same hunk. Flexeme didn’t group documentation changes since it
classifies changes based on the AST nodes, which doesn’t include
commented lines.

3.4.4 Are the changes separated in groups that are understandable
by a human? SmartCommit classifies the hunks so the changes are
always contiguous lines, which is familiar to developers. The limi-
tation is when tangled changes occurs in the same hunk as the bug
fix, which happened 8 times out of 10 in our sample. SmartCommit
will only produce one group. Flexeme, on the other hand can create
many groups for the same lines, making it hard for developers to

understand why there are multiple overlapping groups, and what
the groups represent.

Overall, both tools are able to untangle the bug fixes with some
limitations stemming from the internal representations used in the
clustering algorithms. SmartCommit is limited to clustering tangled
changes at the hunk level and cannot untangle changes that are in
the same hunk. On the other hand, Flexeme can untangle changes
at the AST node level, but generates too many groups that are
incorrect. Even if the content of the groups generated by Flexeme
were correct, the number of groups generated makes it hard for
developers to understand the purpose of each group.

We recommend that untangling tools researchers consider how
the untangling results will be presented to developers so they can
read the changes, understand the purpose of each group and use
the generated groups to create atomic commits. Future work should
also investigate how to represent tangled changes on the same line.

3.5 Implications in practice

The effects of the statistically and practically significance untan-
gling performance difference can be observed in the exploratory
manual analysis table 1. SmartCommit creates cohesive groups that
are close to the manual untangling done by the Defects4J authors,
while Flexeme generates too many groups, containing too few lines
and lines are often overlapping between groups, which is rarely the
case in the manual untangling.

In the context of a bug-repair tool, this means that SmartCommit
will create groups that are more likely to be correct than Flexeme,
and more likely to reflect what developers would do if they were to
untangling the bug-fixes, compared to the many groups generated
by Flexeme that are not likely to be represent valid bug-fixes. If
applied to pull request, this means that SmartCommit will create
groups that are likely to be helpful to developers while Flexeme’s
groups won’t be helpful to developers because the number of groups
and the overlapping groups will make it difficult to understand what
each group is supposed to represent.

Future work should investigate if the format and content of the
untangling results produced by the untangling tools is coherent to
a human reader. For example can a developer use the untangling
results to help them in a code review? Future work should also
investigate whether a significant performance difference on the
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dataset is also significant for the developers in practice. It may be so
that even a lower performing tool might still be practically useful
for developers.

Additionally, we encourage researchers to take a holistic ap-
proach when designing untangling tools and take into account the
use case of the tool. For example, if the tool is meant to be used in
pull requests, the tool must be able to untangle noncode changes
such as comments and documentation because it would be helpful
to group these type of changes with their related code changes.

3.6 Comparison with the evaluation on the

synthetic datasets

In the original synthetic SmartCommit benchmark [20], SmartCom-
mit obtained a median untangling performance of 0.74.We expected
the difference to be bigger between the synthetic and real commits.
For Flexeme, while we cannot directly compare the performances
because Flexeme uses a different metric than the rand index for its
synthetic benchmark, we can speculate that there is a qualitative
difference in performance between the original implementation of
Flexeme and ours as mentioned in section 3.2.

There are multiple factors that could have increased or decreased
the performance such as 1) the synthetic benchmark measures the
untangling performance at the hunk level rather than line level. 2)
the projects are different 3) the content of the commits are different.

Further investigation is needed to understand the difference be-
tween the synthetic and real commits and their effect on untangling
performance. A potential direction for future work is to compute
the untangling performance on the tools’ original synthetic dataset
using the rand index to compare the performance of the synthetic
and real commits. Additionally, our community needs to investi-
gate how the performance of the tools compares on the different
synthetic datasets because each tool is evaluated on a synthetic
dataset that is constructed using different heuristics.

4 LIMITATIONS

4.1 Java implementation of Flexeme

Flexeme was originally implemented for C#. We reimplemented
Flexeme for Java. We based our implementation on the original
paper, online documentation, and discussions with the original
author. Unfortunately, we didn’t have access to the specification or
implementation of the component that reads the source code and
generates a Program Dependency Graph, called the PDG generator.

We tested our Java implementation using a new synthetic dataset
created with the same heuristic as the C# synthetic dataset. The
projects selected for the Java dataset were commons-lang, joda-
time, and commons-math. Flexeme’s untangling performance on
its synthetic dataset is measured using accuracy as described in the
Flexeme’s paper [16]. We present the results of the Java synthetic
dataset in table 6.

For the Java synthetic dataset, we obtain an average accuracy
of 0.5. The original authors obtained an average accuracy of 0.81
on the C# synthetic dataset. The accuracy results on these two
synthetic datasets matches the qualitative performance on the real
commits we discussed in section 3.2. However, unlike our evalua-
tion on real commits, the evaluation on synthetic commit doesn’t

Table 6: Average accuracy scores for Flexeme on synthetic

Java dataset for individual projects and overall.

Project Accuracy

Joda 0.45
Lang 0.53
Math 0.48
Overall 0.50

convert the granularity of the results so it’s improbable that convert-
ing the untangling results from the AST format to the line-based
format is the culprit in the difference of performance between the
implementations. Additionally, we speculate that the difference of
performance cannot be explained by the difference of programming
language or projects but is due to differences in implementation.

We previously investigated differences in implementation be-
tween the C# and Java PDG generators and corrected the differences
we found. We found two issues. Firstly, the granularity of the PDG
generated by the C# PDG generator and the Java PDG generator
were different. The C# implementation generated a PDG with a
statement granularity while the Java implementation generated a
PDG with a granularity at the operation level, resulting in the gen-
erated Java PDG to be much larger than its C# counterpart which
we thought might be interfering with Flexeme’s clustering algo-
rithm and lowering the performance. Secondly, we found that some
nodes in the PDG produced when Flexeme merges the before-PDG
and after-PDG (which represent respectively the state of the code
before and after the bug-fixing changes.), are incorrectly labeled
when the before-PDG and after-PDG were generated using the Java
PDG generator. This issue isn’t caused by the longer PDG graphs
produced by the Java PDG generator. We speculate that the cause
is either due to a subtle difference in the generated Java PDGs or
due to a bug in the PDG merging algorithm in Flexeme. We didn’t
need to reimplement the PDGmerging algorithm since the merging
algorithm is language agnostic and not part of the PDG generator.

Unfortunately fixing these issues didn’t improve the performance
of Flexeme on the Java synthetic dataset. We generated PDGs on
identical source code in Java and C# and verified that the generated
PDGs were identical in format and content. We are still investigat-
ingwhether a difference of implementation could be the cause of the
performance difference rather than the difference of programming
language and projects, even though fixing the existing implementa-
tion issues didn’t improve the performance significantly.

5 THREATS TO VALIDITY

5.1 Defects4J

We evaluated untangling tools only on bug-fixing commits. Other
tangled commits might have different characteristics. The bug-
fixing commits were untangled by the Defects4J authors to create
minimal bug fixes, and might not reflect the conceptually cleanest
decomposition of the tangled commit.
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The Defects4J authors selected bug fixing commits from 17
projects. Moreover, Defects4J authors curate each bug-fixing com-
mit to guarantee the commit is indeed fixing a bug. Other ap-
proaches find bug-fixing commits by looking for corrective key-
words in the commit messages, which doesn’t guarantee that the
commit is a bug-fixing commit [6, 15, 24].

Defects4J manual untangling sometimes induces tangled lines,
such as in Lang 8 where the field mTimeZone is renamed as zone
to make the bug-inducing patch compile, since the other changes
in the bug-fix also calls zone. These tangled changes exist purely
to minimize the bug-fix patch according to the Defects4J Bug Min-
imization Guidelines, and we comply with the Defects4J rules to
identify such tangled lines.

5.2 Performance Metric

Calculating the untangling performance with a metric that works
across tools requires to convert the results of the untangling tools,
potentially affecting their performance. We use a line-based metric
that has a granularity between the diff hunk of SmartCommit and
the AST of Flexeme. However, converting the AST results to line-
based results might induce bias due to the fact that multiple AST
nodes belong to one changed line, creating multiple labels for that
line.

We mitigate this issue by measuring the pair-wise agreement for
labels using the Rand Index. This causes identical labels for a lines
to be counted multiple times with no penalty and lines different
labels to be counted as agreement if the line has also different labels
in the ground truth.

5.3 Analysis

We accounted for the random effects caused by having different bug-
fixes and the bug-fixes belong to different project in our quantitative
analysis. However, we didn’t check whether the identity of the
developer that committed the original bug-fix has an impact on
performance. Given that the aforementioned random effects didn’t
have an effect on the model’s performance, we don’t expect the
developer identity to have an impact either.

6 RELATEDWORK

Previous evaluations of untangling tools suffer from one or more of
the following issues: use of synthetic commits, use of unavailable
commits, small datasets, partial evaluations, and use of different
performance metrics.

Evaluations on synthetic commits requires no manual work
to establish ground truth (which is the synthetic commit’s con-
stituent original commits) [3, 7, 13, 16, 20]. In addition to the fact
that synthetic commits may have different characteristics than real
commits, these evaluations are often not comparable because they
use different heuristics to create the synthetic commits.

Evaluations on unavailable commits is problematic because
it limits the reproducibility of the evaluation. These evaluations
are done in companies with developers acquainted to the project,
but where the commits are not publicly available, preventing the
researchers to release the commits as part of their dataset [2, 5, 6,
20].

Evaluations using real commits use a small dataset. Evaluating
on real commits is challenging because the ground truth has to
be untangled manually, by outsiders to the software project. In
consequence, the resulting dataset is too small for significance
analysis [24].

Partial evaluations give comparative improvements from one
version of an untangling tool to the next [3, 7, 16, 20] or, may not
compare to other tools entirely [5, 6, 11, 12, 15, 21]. In both cases,
these evaluations ignore other tools that are developed in parallel
or that use different technical approaches.

Another issue is the different performance metrics used to
evaluate the untangling tools that is often tied to the internal repre-
sentation of the untangling tool. For example a hunk-based tool [20]
may use a different performance metric than an AST-based tool [16]
to evaluate how the changes are grouped, making it difficult to de-
termine if one tool is better than another [13].

Compared to previous work such as Li et., al. (UTango) [13], we
use the same performance metric to compare Flexeme and Smart-
Commit, making it possible to rank the tools. We also we evaluate
on real commits, rather than synthetic commits that may not reflect
the performance of the untangling tools in practice. Our evaluation
uses open-source commits, which enables future researchers to re-
produce our results.We evaluate unrelated untangling tools that use
different technical approaches and target different programming
languages.

In addition, compared to the methodology of other papers, De-
fects4J is closer to reality than synthetic datasets [7] or datasets gen-
erated by filtering the commit message by corrective keywords [6,
15, 24]. Filtering commits by keywords in the commit message is
used to generate bug-fixing datasets, but has many false alarms or
misses.

7 CONCLUSION AND FUTUREWORK

In this paper, we presented amethodology for evaluating untangling
tools on a dataset of real bug-fixing commits. We conducted a
quantitative and qualitative evaluation of the performance of the
Flexeme and SmartCommit tools.

We found that SmartCommit is significantly more performant
than Flexeme and that a naive file-based approach is better than
both of these tools when untangling bug fixes code changes. Ad-
ditionally, we found that the size of the commit has a statistically
significant impact on the untangling performance. We found that
as the size of the commit increases, the performance decreases.
Additionally we found that the presence of tangled lines or tangled
hunks in the commit has a statistically significant impact on the
untangling performance.

Our manual exploratory analysis of the untangling results show-
cases how SmartCommit performed better than Flexeme by cre-
ating more cohesive groups due to its internal representation at
the hunk level compared to Flexeme’s fine grain AST-based repre-
sentation that created many small overlapping groups. In addition
to the groups generated by Flexeme being incorrect, the number
of groups and overlapping lines are challenging to understand for
developers, and we speculate that they would be difficult to lever-
age for downstream tasks such as code review or automated bug
repair. Thus, we encourage researchers to take a holistic approach
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when building untangling tools and to be mindful of the internal
representation of the untangling tool and how the granularity of
the decompositions impacts the developers and the downstream
tasks.

In future work, we plan to evaluate the untangling performance
on downstream applications such as code review and automated
bug repair.We also plan to develop an untangling tool that leverages
past code changes to address the limitations stemming from using
only the code changes from the current commit to untangle changes.
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